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Course Description   

A study of the various linear statistical models that arise in practice. Topics include multivariate normal 
distribution, distribution of quadratic forms, general linear models, estimation and tests of hypotheses about 
linear hypotheses and design matrices giving rise to analysis of variance models. 

 

Learning Outcomes 
On completion of this course, the student is expected to present the following learning outcomes in line with 
the Expected Lasallian Graduate Attributes (ELGA) 

ELGA Learning Outcome 
Critical and Creative Thinker 
Effective Communicator 
Lifelong Learner 
Service-Driven Citizen 

At the end of the course, the student will perform regression 
analysis; apply appropriate statistical concepts, processes, tools, 
and technologies in solving various conceptual and real-world 
problems. 

 

 

Final Course Output 
As evidence of attaining the above learning outcomes, the student is required to submit the following during 
the indicated dates of the term. 

Learning Outcome Required Output Due Date 
At the end of the course, the student will 

perform regression analysis; apply appropriate 

statistical concepts, processes, tools, and 

technologies in solving various conceptual and 

real-world problems. 

An inquiry-based group project 

highlighting the use of regression 

analysis in different problem situations 

encountered in the real world. 

Week 13 

  

 

Rubric for assessment 
   The following rubric will be used for grading students’ rewritten solutions. The new quiz score will be 
obtained by adding ORIGINAL QUIZ SCORE and 20% of the REWRITTEN SCORE. Note that students will 
only rewrite items that they did not get perfectly. 

CRITERIA Excellent (4) Good (3) Satisfactory (2) 
Needs 

Improvement 
(1) 

Formulation 

of the 

Research 

Problem and 

Objectives 

(10%) 

Research problem 

and objectives are 

clearly defined and 

significant; 

demonstrates 

evidence that the 

research problem 

was researched and 

designed well. 

Research problem 

and objectives are 

clearly defined and 

significant. 

Research problem is 

clearly defined but 

some objectives are 

insignificant. 

Research 

problem and 

objectives are 

vague and 

insignificant. 

Correct 
Application of 
the Statistical 
Concepts  
(35%) 

Statistical analyses 
are appropriate with 
correct 
interpretations and 
relevant 
conclusions. 

Statistical analyses 
are appropriate with 
correct 
interpretations. 

Some statistical 
analyses are 
inappropriate. 

vag and 





 

 

 

Adequacy 

2.1 Tests for Linearity  

2.2 Tests for Normality 

2.3 Tests for 

Homoscedasticity 

2.4 Tests for 

Independence 

2.5 Outliers Deletion 

2.6 Transformations  

Weeks 5-6 

Quiz No. 2 1.5 hours / 

Week 7 

3. Multiple Linear Regression 

3.1 Motivation: Real-world 

examples 

3.2 The Multiple 

Regression Model and 

its Assumptions 

3.3 Estimation of 

Parameters 

3.4 Using the Model to 

Make Predictions 

3.5 Hypothesis Testing and 

Confidence Intervals 

for i  

3.6 Full versus Reduced 

Model: The F Test 

12 hours / 

Weeks 7-

11 

4. Variable Selection and 

Model Building  

4.1 Criteria for Selecting 

Appropriate Models: 

MSE, Cp, and adjusted 

R2 

4.2 Forward Selection, 

Backward Elimination 

and Stepwise 

Selection Procedures 

3 hours / 

Weeks 11-

12 

Quiz No. 3 1.5 hours / 

Week 12 

5. Issues in Regression 

Modeling (Optional) 

1.5 hours / 

Week 13



 

 

Online Resources 

Big Data Analytics, Enterprise Analytics, Data Mining Software, Statistical Analysis, Predictive Analtyics. 
Accessed October 15, 2012 from:http://www/statsoft.com                            

Chen, X., Ender, P., Mitchell, M. and Wells, C. (2003). 

http://www/statsoft.com
http://www.ats.ucla.edu/stat/sas/webbooks/reg/default.htm
http://www.stat.sc.edu/~west/javahtml/Regression.html
http://it.stlawu.edu/~rlock/tise98/onepage.html

